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Abstract: Enhancing energy and resource efficiency of machine learning operation is critical to support intelligent processing at Internet-of-Things edge devices. This talk presents recent technology advancements towards energy-efficient machine learning platforms for deep neural network algorithms and beyond. First, as an efficient system architecture for machine learning the feasibility of 3D integration of computing platform and memory system will be discussed. Second, algorithm-architecture co-design approaches to reduce computation and memory demand via approximation will be discussed. Finally, the potential of using emerging beyond-CMOS devices will be presented to achieve higher computation efficiency than CMOS-based designs.. The talk will stress on the need for cross-layer optimization spanning algorithms, hardware architecture, and underlying devices for energy-efficient learning platforms. 	Comment by Newell Washburn: Conclusions
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