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Abstract: Reliable computation at scale is one of the biggest challenges in large-scale computing today. Unreliability in computation can manifest itself in many forms, e.g. (i) "straggling" of a few slow processing nodes, that can delay your entire computation; (ii) processor failures; (iii) "soft-errors," which are undetected errors where nodes can produce garbage outputs. 
 
We will focus on the problem of training neural networks using unreliable nodes. This problem was in fact the motivation of von Neumann's 1956 study, which started the field of computing using unreliable components.  We propose ``CodeNet,'' a unified, error-correction coding-based strategy that is weaved into the operations of neural network training to provide resilience to errors in every operation during training. We will also survey some of the notable results in the emerging area of "coded computing," including my own work on matrix-vector and matrix-matrix products, that outperform classical results in fault-tolerant computing by arbitrarily large factors in expected time. Finally, we will demonstrate how CodeNet can be improved by using novel sophisticated matrix-multiplication strategies obtained in our recent work, and discuss some open problems in this exciting and interdisciplinary area.


