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[bookmark: _GoBack]Assessing the intra-city spatial distribution and temporal variability of air quality can be facilitated by a dense network of monitoring stations, which can be achieved by using low-cost sensors. Such sensors must be calibrated prior to deployment, and machine learning techniques can provide a robust method for performing this calibration, taking into account the cross-sensitivities between sensors and the effects of temperature, humidity, and other environmental factors on sensor response. As a practical example of this process, data from the Real-time Affordable Multi-Pollutant (RAMP) sensor system is calibrated using various machine learning techniques, and the result are compared and assessed for robustness. The RAMP uses electrochemical sensors to measure concentrations of up to four gaseous pollutants out of carbon monoxide (CO), sulfur dioxide (SO2), nitric oxide (NO), nitrogen dioxide (NO2), Ozone (O3), and volatile organic compounds (VOCs), and also includes sensors for temperature and relative humidity. Data from these sensors are provided as raw voltage values; based on these voltages, as well as data collected by sophisticated reference instruments for the same time and location, a set of training data is created. These data are used to train and test various machine learning calibration models. Simple linear and quadratic regression are applied, along with multiple non-parametric approaches. A nearest-neighbors clustering algorithm matches new measurements to similar observations in the training data. A neural network uses layers of simple operations to perform complicated nonlinear transformations. A random forest model uses sets of decision rules to group measurements and averages results across these sets. A hybrid random forest model combines random forest and linear models to generalize beyond the training data range. For each approach, separate models are calibrated for each RAMP, and generic models are also created which are applicable across all RAMPs. Performance of these models is assessed in terms of predication error, bias, and correlation, both on data collected by reference instruments during the calibration period, and also for several locations where RAMP sensors are deployed alongside Environmental Protection Agency monitoring stations in Pittsburgh. 


